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Study of Coupling Processes in the Solar-Terrestrial System




Figure 1: Existing incoherent scatter radars. The EISCAT associate countries,
(prospective) affiliate countries and user countries are also marked on the map.
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An Overview of EISCAT 3D System

s {[11]
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Figure 8: Example layout of the outlying sub-array receivers that will be deployed
at each site to support aperture synthesis imaging applications. The centre point
of the main array is at the origin, and the six outlying sub-arrays are spread out
over the area. The final configuration of the outliers is determined by the local
conditions at each site.
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EISCAT vs EISCAT_3D

EISCAT KST

Tri-static parabola
—>1D vector
Core: 32m parabola
Remote: 32m parabola x 2sites

931MHz 0.3m

Mechanical 2deg/sec)

Peak Power: 1.7 MW
Duty Cycle: 12.5%

10-40Mb/sec
100TB storage

EISCAT_3D

Multi-static phased array
—3D volume-metric vector
Core 9,919 Cross-Yagis Array
Remote: 9,919 Cross-Yagis Array x 4sites

233MHz 1.3 m

Electrical instantaneous

Peak Power: 10MW
Duty Cycle : 0-25%

53Gb/sec Raw:1.6Tb/sec
20PB storage
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Antenna Array with support structure

91elements x 109 sub-arrays
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1. Site Survey on-going
- Core: Skibotn (Norway) supported by UiT
- Remote: (1)Kaiseniemi (Sweden), (2)Karesuvanto (Finland) supported by U. Oulu

2. EISCAT3D PfP (2015-2017: EU-funded) started
- Kick-off meeting 22-23 Oct 2015
- Project staffs: Dr. Sathyaveer Prasad, Chief Engineer and 3 dedicated staffs
- Manufacturing consultant: Consoden AB, Uppsala, Sweden
- Tenders open:
(1) First Stage Receiver Unit, (2) Antenna Unit, (3)Pulse and Steering Control Unit
- Test sub-array system at Tromso site: Integration will start in July 2017

3. Funding Status

- EC: 3.1 Meuro for EISCAT3D_PfP

- Finland: 12.8 MEuro allocated by Finnish Academy

- Norway: 228MNOK allocated by RCN conditionally by the end of 2016

- Sweden: 120MSEK allocated by VR conditionally

- UK: Identified on the Research Council capital roadmap

- China: Proposing for the next 5 year plan

- Japan: Development study is partially funded in 2016 to provide 19 Tx (SSPAs)
Proposing for 2017 budget







EISCAT 3D 2009 1

NelC Nordic e-Infrastructure Collaboration EISCAT 3D
Support Project 2015 5 EISCAT 3D

EGI-Engage Competence Center

EUDAT Pilot Project (proposal) EISCAT

EISCAT
70TB EISCAT
100GB-1TB
EISCAT 3D
2TB/

Non-local



Project goals
Find workable and cost-efficient solutions for the EISCAT 3D

computing, storage and archive
EISCAT 3D

Facilitate an effective dialogue on the implementation of
EISCAT 3D with the stakeholders in the Nordic countries

Make best use of the existing expertise in the Nordic countries
for implementing EISCAT 3D

EISCAT 3D
12
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Level | Type Produced by Storage Format

la Ring buffer data 1% stage beam 4 months* TED
former

1b Beam-formed data 27 ctage beam 4 months* TED
former

2 All sites Archived

3a All sites Archived

3b Operations centre  Archived

4 Users Users Publications etc

Table 1: Summary of the EISCAT 3D data levels. The EISCAT_3D data centres will receive, serve
and archive the data of levels 2 and 3. Users will be required to cite the used data by Persistent
Identifiers or similar. (*) A 4 months period is selected as this is the estimated time to perform a
“real-time” analysis on low-level data.

HDF5

8.5 Gb/s at5 MHz bandwidth 53 Gb/s at 30 MHz
bandwidth

Milestone Document MA-1 & MA-2



Scilence case

Bandwidth Beams Data rate

2

| Sy e

3

5=

Atmosphere-ionosphere coupling
(Global warming, winds)
D-region phenomena
Small scale (auroral) dynamics
Fine scale auroral structures
Topside composition
Transition region composition
Meso-scale electrodynamics
and flows (incl. BBFs)
lon outflow
(natural and heater-induced)
NEIALs (aperture
synthesis imaging)
High energy particle events
(SEPs ete.)
PMSE. PMWE
Heating experiments
Heating experiments
aperture synthesis imaging
lonosphere irregularities
Meteoroids and their effects
on the background (Es, PMSE etc),
(Es, PMSE etc) high power mode
Meteoroid monitoring (piggy-
back and low power mode)
Planets and asteroids
Interplanetary scintillation
Space debris monitoring
and satellite tracking

Table 2:

100 kHz 30 192 Mb/s

TO-90 km
TO-500 km
T0-200 km

1 MH

10

100-300 km
R3-400 km

200 Mb/s

200 64 Mb/s

100

100 kHz 30

50-400 ki 192 Mb/s

1 MHz 640 Mb/s
: 10° x 3 1.92 Gb/s
100-300 km 107 % 3 576 Mb/s

90-800 km 100 kHz a0 320 Mb/s

70-200 km 1 MHz 10 640 Mb/s
70-200 km 1 MHz 10 640 Mb/s
n/a 1 MHz 1 64 Mb/s
n/a
n/a 1 MHz 100 6.4 Gb/s

The science cases and operational parameters for EISCAT_3D.

The “R” value represents an estimation of the amount of time EISCAT_3D

will operate for a particular science case. Higher “R” value is less likely.

Milestone Document MA-1



From
Karesuvanto Jokkmokk Andova

Ops Centre 267
Data 1 0 0 0 0 3
Data 2 N/A 0 0 0 0 3
Skibotn 0 0 N/A 0 0 0 I
Bergfors 0 0 0 N/A 0 0 0 1
Karesuvanto 0 0 0 N/A 0 0 1
Jokkmokk 0 0 0 0 0 N/A 0 I
Andoya 0 0 0 N/A 1

0 0 0 2
Sum(@©Out) | 9 35 35 83 53 53 53 53

Figure 4: A proposed EISCAT 3D traffic matrix. All numeric values are in
Gb/s. The network traffic shown in: A red (green) box indicates that the
data flow must (does not need to) be routed over a redundant path. Orange
denotes buffered data to be transferred outside the Nordic area.

From sites to operation centers: 53 Gb/s
— Industry-standard 100 Gb/s service 1s sufficient

Milestone Document MA-3
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(Matlab binary) EISCAT EISCAT
HDD
A Guisdap (on Matlab)
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Resolution: Resolution: 1,2,5-min, 1-day file
A few sec 60-min, a few sec,..,
NIPR Using IDL
— P v
Metadata and analysed | | Analysed data | | Summary plots
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Level3,4
Level2
[UGONET
HDF5

N, 10-Nov-2007 09:43:51 -- 00:44:50

Fig. 2. Volumetric image of E-region on 10 November 2007, 09:43:51-09:
44:50UT. The image was produced by averaging 192 pulses-per-position. The
horizontal cuts are at 100, 107, and 120km. The structured density enhancement
seen in the image was produced by auroral electron precipitation in the ~20 keV
range.

Fig. 1. (a) PFISR beam positions used in this experiment, depicted in a horizon-
based polar coordinate system. (b) Beam positions superimposed on an image
recorded with the collocated all-sky camera.

Semeter et al., 2009
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